A fair comparison between ultrathin crystalline-silicon solar cells with either periodic or correlated disorder inverted pyramid textures
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Abstract: Fabrication of competitive solar cells based on nano-textured ultrathin silicon technology is challenging nowadays. Attention is paid to the optimization of this type of texture, with a lot of simulation and experimental results published in the last few years. While previous studies discussed mainly the local features of the surface texture, we highlight here the importance of their filling fraction. In this work, we focus on a fair comparison between a technologically realizable correlated disorder pattern of inverted nano-pyramids on an ultrathin crystalline-silicon layer, and its periodically patterned counterpart. A fair comparison is made possible by defining an equivalent periodic structure for each hole filling fraction. Moreover, in order to be as realistic as possible, we consider patterns that could be fabricated by standard patterning techniques: hole-mask colloidal lithography, nanoimprint lithography and wet chemical etching. Based on numerical simulations, we show that inverted nano-pyramid patterns with correlated disorder provide typically greater efficiency than their periodic counterparts. However, the hole filling fraction of the etched pattern plays a crucial role and may limit the benefits of the correlated disorder due to experimental restrictions on pattern fabrication.
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1. Introduction

The photovoltaic (PV) market is dominated by technologies based on silicon [1]. Nowadays, crystalline silicon (c-Si) represents 87% of the PV market [2]. The major reasons for this supremacy are that c-Si is abundant, stable, non-toxic and absorbs the majority of the solar spectrum, up to 1.2μm. Ten years ago, the price of Si material was much higher than today. In 2001, 70% of the module cost came from the material [3]. Nowadays, this proportion has decreased down to about 20% [4]. In spite of the fact that going to thinner films is no more a priority from the point of view of PV cost reduction, it is still relevant to get higher efficiency using less material, both scientifically and environmentally speaking. The use of ultrathin c-Si films is a well-known solution to achieve this goal [5, 6]. However, an obvious problem is associated with ultrathin films: a significant reduction of the absorption occurs if the film thickness is lower than the absorption length of the material, which is a major efficiency limiting factor. To overcome this issue, some techniques help keeping a high efficiency. For example, nano-texturing of the front-side and/or back-side surfaces of the solar cell allows to enhance the coupling of the incident light into the active layer via light trapping [7, 8]. Attention is paid to the optimization of this type of texture and a lot of simulations and experimental results on...
nanostructured solar cells have been published in the last few years [9–13]. In spite of all these efforts, an important question has not yet found a definite answer: Is the best type of corrugation periodic, quasi-periodic or random? [14, 15].

The study of disordered structures is of high interest since it is easier to fabricate structures that are not perfectly ordered, tolerances on structured features being much more relaxed in this case [16]. Furthermore, partially disordered structures reduce the sensitivity to light polarization and incidence angle [17]. The major difference between periodic and random structures is that the former excite a well-defined Fourier spectrum, coupling light only at specific wavelengths. On the contrary, disordered structures have a richer Fourier spectrum, increasing the number of accessible diffraction orders and therefore the density of photonic states [18–20]. This property improves the coupling of the incident radiation into a broad spectral range thanks to scattering in various directions [14, 19–22]. Indeed, ordered structures lead to sharp peaks in the absorption spectrum due to the presence of coherent resonant Bloch modes. With the introduction of disorder, the modes overlap and the peaks tend to fade away, leading to a smoothing of the absorption spectrum [18]. The absorption at a specific wavelength decreases, but it increases at other wavelengths, leading to a broader and more uniform absorption spectrum.

Finding the optimal level of disorder into a structure is tricky. Recent studies have shown that the optimal structure is neither perfectly ordered nor totally random but a combination of both types [19, 20, 23, 24]. For this purpose, the inclusion of a controlled Gaussian disorder is an interesting approach [19, 25, 26]. The use of a binary search algorithm was also suggested by Martins and co-workers [20]. This algorithm allows them to find the appropriate level of disorder into a structure by tuning its Fourier spectrum. Researches were carried out on random rough interfaces [14, 22, 25, 27, 28], disordered cylindrical holes [17, 18, 23, 26, 29, 30] or disordered gratings [19–21]. In the present study, we focus on hole patterns made of inverted nano-pyramids. Due to the incremental adaptation of the refractive index [31–33], the pyramidal hole shape allows efficient antireflection to take place. More specifically, we focus on a fair numerical comparison between a technologically realizable correlated disorder pattern of inverted pyramids in an ultrathin c-Si layer, and its periodically patterned counterpart (same hole filling fraction, hole shape, etc.). The c-Si active layer is integrated into a realistic yet simplified solar cell architecture (anti-reflective layer, back reflector). We discard the parasitic absorption by taking only into account the absorption of the active layer. To be as realistic as possible, we chose existing lithography techniques as references, namely the Hole-mask Colloidal Lithography (HCL) [16] and the Nano-Imprint Lithography (NIL) [34], in order to produce correlated-disorder and periodic patterns respectively. Regarding the etching technology, the wet chemical etching was chosen to produce inverted nano-pyramidal holes [35].

2. Methodology

The most common nanostructures for light-trapping are periodic [9, 31, 36–38]. Periodic structures are typically defined by the period \( P_{UC} \) of the unit cell (\( UC \)), the filling fraction of air holes into the active material \( (f_{UC}) \) and the shape of the holes, for example, the width of inverted pyramids \( W_{UC} \) (cf. Fig. 1(a)). Periodic structures have to be optimized to find the best efficiency. Pseudo-random structures can improve the efficiency in comparison to periodic ones. Modeling such structures requires the use of a super-cell period \( P_{SC} \) in order to emulate...
the disorder [19,20]. In general, in comparison with the optimized periodic structure, a pseudo-random structure may have a different filling fraction and different positions and widths of holes (Fig. 1(b)). This type of general pseudo-random structure has already been studied [19,20].

An alternative method also exists in order to introduce disorder into a periodic structure (Fig. 1(c)). This method consists in keeping both the filling fraction and the width constant (i.e. the same as those of the optimal periodic unit cell). The disorder is introduced by changing the hole positions only [18,39]. However, in both previous methods, no comparison with the optimal periodic structure (cf. (a)) and by varying the hole positions only. (d-e) Third method to introduce randomness by keeping the same parameters as for the optimal periodic structure (cf. (a)) and by varying the hole positions only. The equivalent periodic unit cell (d) is taken as a reference; its filling fraction $f_{UC}^{eq}$ is set by the user whereas other structure parameters ($P_{UC}^{opt}$ and $W_{UC}^{opt}$) are obtained by optimization. The pseudo-random super-cell (e) is defined by keeping the equivalent periodic structure parameters ($f_{UC}^{eq}$ and $W_{UC}^{eq}$) while changing randomly the hole positions.

Fig. 1. Methods for introducing disorder into a periodic structure. (a) Periodic structure defined by unit cell (UC), period ($P_{UC}$), hole shape and size (here an inverted pyramid of width $W_{UC}$) and hole filling fraction ($f_{UC}$). $P_{UC}^{opt}$, $W_{UC}^{opt}$ and $f_{UC}^{opt}$ are optimal parameters for the best efficiency. (b) Most general method to model a pseudo-random structure defined by super-cell (SC), user-set period ($P_{SC}$), hole shape, hole size (which may vary among holes), hole positions (random or correlated disorder) and filling fraction ($f_{SC}$). (c) Second method to introduce randomness by keeping the same parameters as for the optimal periodic structure (cf. (a)) and by varying the hole positions only. (d-e) Third method to introduce randomness. The equivalent periodic unit cell (d) is defined by super-cell (SC), user-set period ($P_{SC}$), hole shape, hole size (which may vary among holes), hole positions (random or correlated disorder) and filling fraction ($f_{SC}$). The method we use for introducing randomness consists in keeping the hole width constant, changing the hole filling fraction and randomly setting the hole positions (Fig. 1(e)). This method was used already by several groups [17,23,29,30]. However, unlike in these studies which often use a planar reference, we introduce here the use of an equivalent periodic structure for comparison. Indeed, since the filling fraction is allowed to change, the comparison with the optimal periodic unit cell ($P_{UC}^{opt}$, $W_{UC}^{opt}$, $f_{UC}^{opt}$) is not fair because the quantity of material in the pseudo-random cell and the periodic cell is not the same. Therefore, the use of equivalent periodic structures (i.e.
defined by keeping the same filling fraction for both periodic and pseudo-random structures: \( f_{SC} = f_{UC}^{eq} \), allows us to perform, for the first time, a fair comparison between pseudo-random and periodic structures.

Recently, the concept of light trapping efficiency was proposed by Schuster and coworkers in order to compare, on the basis of an ideal Lambertian scatterer, structures that vary greatly between each other in terms of local and global geometries, and active materials [40]. In principle, it could have been applied to our study, as well. However, since we deal with structures made from the same local geometry (inverted pyramid) on the same material (c-Si) but having only different patterns (periodic and correlated disorder), it was more pertinent in our case to compare directly both types of structure, provided an equivalent periodic counterpart was defined that allowed a fair comparison. Our methodology, though restricted to the present case, simplifies the comparison since it does not require the use of a Lambertian reference.

We note that scattering properties of light trapping structures have been recognized to be mainly determined by local geometrical features [15,41]. In our study, we chose inverted pyramids as a realistic feature (easy to fabricate in silicon by wet etching) and took them as building blocks of both periodic and correlated disorder structures. Besides these aspects, our approach brings the following novelty: 1) correlated disorder structures are directly compared with their periodic equivalent counterparts, 2) the super-cell concept combined with RCWA allows us to treat both periodic and correlated disorder structures on equal footing, which enables straightforward comparison.

2.1. Studied structures

The structures under study are based on crystalline silicon thin film technology. An example of a realistic solar cell investigated in the PhotoNVoltaics project [42] and based on heterojunction IBC (Interdigitated Back-Contact) cell technology is shown in Fig. 2(b). Considering the main purpose of our study, we focused on simplified structures as shown in Fig. 2(c) and 2(e). In the equivalent periodic structure (Fig. 2(c)), the c-Si thickness is set to 2 \( \mu m \), for reasons

![Fig. 2. Studied structures. (a) SEM image of periodically patterned c-Si wafer (NIL and wet etching processes), (b) schematic view example of realistic solar cell, (c) simplified periodic solar cell studied in this work, (d) SEM image of randomly patterned c-Si wafer (HCL and wet etching processes), (e) simplified pseudo-random solar cell studied in this work. Note that a fair comparison between pseudo-random and equivalent periodic solar cells requires the use of the same structure parameters (hole size and shape, layer thicknesses) in both cases.](image)
briefly explained hereafter. Ultrathin c-Si films can be fabricated by dedicated processes only, such as Epifree [43]. This technique is based on the reorganization upon annealing at high temperature of cylindrical macropore arrays in silicon. At high temperature, macropores merge to form a wide plate-like void. Under this plate, a detachable perfect micron-thin film is formed. This film is then lifted off and leads to a high-quality monocrystalline thin-film. By modifying the macropore array dimensions, it is possible to control the thickness. Typical thicknesses vary from 1 to 5 \( \mu \)m.

The front side of the active layer is then textured with a periodic square array of inverted pyramidal holes. The width of the pyramidal hole \( W_{eq}^{p} \) and the pitch of the pattern (i.e. the period of the unit cell \( P_{eq}^{UC} \)) are variable parameters. Period and hole width are related together by the hole filling fraction: 

\[
 f_{eq}^{UC} = \left( \frac{W_{eq}^{p}}{P_{eq}^{UC}} \right)^{2}.
\]

The angle \( \alpha \) between the pyramid side and the horizontal axis has a fixed value of \( \alpha = 54.7^\circ \), which results from preferential etching of c-Si along the \{111\} crystallographic direction [35]. Both \( W_{eq}^{p} \) and \( \alpha \) determine the depth \( D_{eq}^{p} \) of the inverted-pyramid:

\[
 D_{eq}^{p} = \frac{W_{eq}^{p}}{2 \tan \alpha}.
\]

The top of the c-Si active layer is coated with a conformal ITO anti-reflective layer (ARC). The active layer is placed on a back-reflector (BR) made of Aluminium (Al). The thicknesses of the ARC and Al layers are constant and fixed according to the optimization process described in section 3.1.

In the pseudo-random structure (Fig. 2(e)), the inverted-pyramid parameters \( W_{eq}^{p} \), \( D_{eq}^{p} \) and \( \alpha \) and the three layer thicknesses (ITO, c-Si and Al) are exactly the same as the parameters of the equivalent periodic structure. The positions of the holes are set randomly by respecting (if possible) the pinning distance, i.e. the distance between two neighboring holes, in order to mimic texturing obtained by HCL process [16] (more details can be found in subsection 3.3).

### 2.2. Calculation of the short circuit current

![Diagram](image_url)

Fig. 3. (a) Computation of the absorption in the active layer of a solar cell. \( A_{1} \): absorption between both two horizontal planes (computation box) obtained by computing Poynting vectors \( S_{p} \) along these planes. \( A_{2} \): parasitic absorption in the ARC layer obtained by computing the local absorption in the ARC volume. \( A_{cSi} = A_{1} - A_{2} \): absorption in the active c-Si layer. (b) Vertical discretization of the structure in the computation box.

Solar cells are characterized by computing the short circuit current:

\[
 J_{sc} = \frac{e}{h c} \int_{350nm}^{1100nm} S(\lambda) A_{cSi}(\lambda) \lambda d\lambda, \tag{1}
\]

where \( e \) is electron charge, \( h \) is the Planck constant, \( c \) is the speed of light in vacuum, \( \lambda \) is the wavelength, \( S(\lambda) \) is the air mass (AM1.5G) solar spectrum [44] and \( A_{cSi}(\lambda) \) is the absorption
spectrum inside the c-Si active layer. The integration is performed within the wavelength range where photons are absorbed by the c-Si. Computation is done for 80 wavelengths with a variable step in order to refine the spectrum at long wavelengths ($\lambda > 700$ nm), where light trapping into quasi-guided modes takes place. For each wavelength, the absorption inside the active layer is calculated by using an original hybrid method based on Rigorous Coupled-Wave Analysis (RCWA) method (see Fig. 3). The calculation procedure comprises three steps. (1) Two horizontal planes are defined to hold the entire volume of the c-Si active layer. The area between the two planes is called the computation box. These planes are spatially discretized ($\Delta_i = 5$ nm, $i = \{x,y\}$) and the component of the Poynting vector normal to the planes is computed by RCWA at each point. Poynting vector components are spatially integrated in order to calculate the energy flow through both planes. From these flows, we calculate the energy absorbed by all materials in the computation box (basically, the Poynting vector computation has to be done all around the computation box, but considering the periodicity of the cell, computation along the vertical walls, i.e. along the periodic boundaries, is useless.). (2) The second step consists in the computation of the parasitic absorption in the computation box (in the present case, the parasitic absorption takes place in the ARC since the BR layer is excluded from the computation box). The ARC area in the computation box is spatially discretized ($\Delta_i = 5$ nm, $i = \{x,y,z\}$) and the local absorption is computed by RCWA [45] at each point of the mesh and then spatially integrated in order to evaluate the parasitic absorption. (3) The absorption in the active layer is defined by the absorption in the whole computation box (step 1) minus the parasitic absorption (step 2). Once the absorption spectrum in the active layer is calculated, it is interpolated on a finely resolved grid (constant wavelength step of 0.5 nm) by using a cubic interpolation method. The AM 1.5 solar spectrum is also interpolated with the same step. To determine $J_{sc}$, the integral (eq. 1) is numerically computed using the trapeze method.

3. Results and discussion

The efficiency of equivalent periodic structures and pseudo-random structures is computed (see subsection 2.1), from which a fair comparison between both structures is performed.

3.1. Optimal periodic structure

The first step consists in performing a full optimization of the periodic (wet chemical etched) solar cell (Fig. 2(c)). Four parameters have to be optimized: the period $P_{UC}$ of the unit cell which corresponds to the pitch of the pattern, the filling fraction $f_{UC}$ of the holes at the top c-Si surface, and the thicknesses of the ARC and BR layers, respectively $t_{ARC}$ and $t_{BR}$. The optimization of these parameters was performed by a Genetic Algorithm (GA) method [46–49]
thanks to a home-made code (see [50] for details). The idea consists in working with a population of 100 individuals, each individual being representative of a given set of parameters which are actually represented by a string of binary digits (DNA). We select by a rank-based roulette wheel selection 50 parents for the next generation. For any pair of parents, two children are determined either by a one-point crossover of the parents’ DNA (90% probability) or by a simple replication of the parents (10% probability). In addition, each bit of the children’s DNA has a probability of 0.5% to be reversed (random mutations). Elitism is finally implemented in order to make sure that the best solution is not lost. When repeated from generation to generation (maximum of 100 generations), this evolutionary strategy leads to the global optimum of $J_{sc}$.

The advantage of using a GA approach is that it is not necessary to scan all possible parameter combinations, which leads to a huge gain in computational time. The strategic parameters of the GA as well as the solution provided by this approach are listed in Table 1.

Table 2. Evolution of $J_{sc}$ and computation time with the number of wavelength points. Variable wavelength step and interpolation were used for the 80-points case. Constant step was used in all other cases.

<table>
<thead>
<tr>
<th>Number of $\lambda$ points</th>
<th>80</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{sc}$ (mA cm$^{-2}$)</td>
<td>24.30</td>
<td>24.11</td>
<td>24.14</td>
</tr>
<tr>
<td>computation time (hours)</td>
<td>1</td>
<td>1.3</td>
<td>2.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of $\lambda$ points</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{sc}$ (mA cm$^{-2}$)</td>
<td>24.16</td>
<td>24.18</td>
<td>24.20</td>
</tr>
<tr>
<td>computation time (hours)</td>
<td>6.7</td>
<td>13.3</td>
<td>26.6</td>
</tr>
</tbody>
</table>

Regarding the RCWA computation accuracy, $7 \times 7$ diffraction orders where taken into account and the spatial steps of the mesh were set at 5 nm in each direction. The optimal structure parameters provided by the GA and the corresponding short-circuit current $J_{sc}^{opt}$ are listed in Table 1. As explained in subsection 2.2, computation of the absorption spectrum is done for 80 wavelength points with a variable step, i.e. 20 points for $\lambda < 700$ nm and 60 points for $\lambda > 700$ nm. In order to validate such a discretization scheme, several simulations were performed for the same optimized structure by varying the number of wavelength points. The corresponding $J_{sc}$ values and computation times are listed in Table 2. If we compare the $J_{sc}$ values for 80 points and 2000 points, the latter being considered as the exact (converged) value, the estimated relative error is $\pm 0.4\%$. Therefore, we can safely conclude that the use of 80 points (with variable step and interpolation) is sufficient to provide a reliable $J_{sc}$ estimation. Moreover, this method allows a drastic reduction of the computation time.

The absorption spectrum in each layers is shown in Fig. 4. We found an optimal pitch $P_{UC}^{opt}$ equal to 623 nm. Physically, this optimum results from a trade-off between light in-coupling and out-coupling into/from quasi guided diffraction modes and is typical of what can be found in literature [15, 31, 41, 51]. A general trend is that the optimal pitch should be of the order of the average wavelength between free space and silicon [51]. We notice that the best $J_{sc}$ corresponds to the highest filling fraction allowed in GA computation (95%). This result is in accordance with the need for a small amount of flat surface on c-Si front side [31, 51], but it represents a real challenge for the fabrication process.

We notice that high parasitic absorption takes place at long wavelengths in the Al back reflector due to the excitation of surface plasmon polaritons [52, 53]. In order to reduce this parasitic absorption, real devices include a buffer layer of transparent conductive oxide, such as ITO, between the active layer and the back reflector (Fig. 2(b)). The studied structure (Fig. 2(c)) does not include the buffer ITO layer because it was not essential for the comparison between periodic and correlated disorder structures.
3.2. Equivalent periodic structures

Previous simulations based on the genetic algorithm allowed us to determine the optimal parameters (i.e. providing the highest $J_{sc}$) for a periodic structure. As explained in section 2, the strategy of our method is to vary the filling fraction in order to observe the influence of this parameter on the efficiency of solar cells periodically or randomly patterned. For this purpose, 13 values of the filling fraction were considered between 35% and 95%, with a step of 5%. However, the periodic structure has to be optimized for each filling fraction value. For a fair comparison, the periodic structure has to be optimized for each filling fraction value. Although the genetic algorithm seems to be the most appropriate method, a scan of parameters was used because of computational time considerations. For each filling fraction value, the

Fig. 4. Absorption spectrum in each layer of the optimal periodic structure determined by the GA.

Fig. 5. $J_{sc}$ maps (mA·cm$^{-2}$) and determination of equivalent periodic structures for each filling fraction by scanning the period $P_{UC}$ of the unit cell: RCWA results (top) and smoothed RCWA results (bottom) by taking into account the experimental inaccuracies of NIL and wet etching processes. White circles represent the selected equivalent periodic structures and yellow circle is the optimal one (i.e. highest $J_{sc}$).
width of the pyramid $W_p$ (and therefore the period of the unit cell $P_{UC} = W_p/\sqrt{f_{UC}}$) was the only scanned parameter. The thicknesses of the ARC and BR layers were fixed (we used the same values as for the GA optimized periodic structure, see Table 1).

Maps of $J_{sc}$ are shown in Fig. 5. The top part of Fig. 5 gives the $J_{sc}$ directly obtained by RCWA by considering perfect NIL and wet etching processes, i.e. filling fraction and period matching prescribed values. According to experimental data [42], some inaccuracies can occur in the pattern fabrication, which are estimated to $\pm 5\%$ for the filling fraction and to $\pm 5\,\text{nm}$ for the period. These error margins are taken into account in the smoothed map of $J_{sc}$ (bottom part of Fig. 5). The selection of equivalent periodic structures is based on this smoothed map: for each filling fraction value, i.e. each horizontal line of the map, the equivalent period $P_{eq,UC}$ is determined by the highest $J_{sc}$ on the line (white circle). We note that the equivalent period at $f_{eq,UC} = 95\%$ (yellow circle) corresponds to the optimal period given by the GA (see Table 1).

### 3.3. Pseudo-random structures

Pseudo-random structures are defined by keeping the same parameters as for the equivalent periodic structures (see Fig. 2(e)). The inverted pyramids are positioned randomly on the front side of the active layer. Since the RCWA method only deals with periodic structures, the use of a super-cell is required. The super-cell approach [18, 20, 22] consists in periodically repeating a finite disordered cell.

Here, the super-cell is defined by three parameters: the number of holes $N_{holes}$ in the super-cell, the hole filling fraction $f_{SC}$ and the (pseudo-)period $P_{SC}$. The number of holes is chosen to mimic the pseudo-random pattern of a realistic structure. The filling fraction is the only variable. The super-cell period is directly obtained from $N_{holes}, f_{SC}$ and $W_{p,eq}$, according to $f_{SC} = N_{holes} \left( \frac{W_{p,eq}}{P_{SC}} \right)^2$. Note that holes are not allowed to overlap in the super-cell. According to experimental results, overlapping holes result in “giant” holes after wet etching and damage the light trapping efficiency (see Fig. 6(a)).

As explained previously, we attempt to mimic pseudo-random solar-cell patterns obtained by HCL and wet etching technologies. Although the hole size and shape are defined by the wet etching step, the positions of holes are set by the HCL step and result from the self-assembly of surface-charged polystyrene beads over the c-Si surface [16, 54]. The HCL method imposes

---

**Fig. 6.** Random hole positions. (a) SEM top view images of c-Si wafer patterned by HCL and wet etching with non overlapping holes (top) and some overlapping holes (down). (b-c) Top views of super-cells for two different filling fractions ($f_{SC} = 35\%$ and $f_{SC} = 95\%$ respectively). Black square holes belong to the super-cell modeled by RCWA. Orange square holes belong to neighboring super-cells. In the red frame (upper left corner), the equivalent periodic cell is shown for comparison.

---
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a minimal distance between two beads (and therefore between to holes after etching). Such pinning distance is estimated to be about twice the bead diameter. In this work, beads that were two times smaller than the desired hole width were used. This allows bead positioning to be as free as possible. Then, for each desired hole width (i.e. each filling fraction), a new bead size was used.

Examples of super-cells for two different filling fractions are shown in Figures 6(b) and 6(c). The case of a low filling fraction is representative of a real solar cell obtained by HCL. High filling fraction HCL patterns (like in Fig. 6(c)) are still unrealistic due to experimental restrictions. Considering recent experimental studies [42], the filling fraction upper limit is estimated to be approximately 55%. Hereafter, we choose to investigate a large range of filling fractions, up to 95%, while keeping in mind this experimental limit, in anticipation of future technological progresses.

![Figure 7](image_url)

**Fig. 7.** (a) Absorption spectra of equivalent periodic solar cells (red circles) and pseudo-random solar cells (blue bars) for 35% filling fraction in both cases. (b) Evolution of the absorption spectrum with the filling fraction in pseudo-random solar cells.

To perform simulations of pseudo-random cells, the spatial step of the super-cell mesh (see section 2.2) is set to 5 nm, as for periodic structures. Considering the RCWA numerical accuracy and the large period of the super-cell compared to the hole size, $19 \times 19$ diffraction orders were taken into account in the RCWA calculations. In order to perform statistical studies (which are necessary because of the random character of the structure), 20 RCWA simulation runs were performed and their results were then averaged. Absorption spectra of different structures are shown in Fig. 7. In Fig. 7(a), a comparison between pseudo-random and equivalent periodic structures is performed for a filling fraction of 35%. Both absorption spectra are similar at short wavelengths (lower than 600 nm). Differences appear at wavelengths longer than 700 nm due to interferences that take place in periodic cells only. The spectrum of the pseudo-random structure is smoothed due to the randomness of the pattern. Nevertheless, according to Fig. 7(b), interferences could appear at high filling fraction in pseudo-random cells as well. Such a result is mainly due to the difficulty of modeling a random pattern with almost touching and non-overlapping square holes (Fig. 6(c)). In this case, the pseudo-random pattern is actually close to a periodic one.

### 3.4. Fair comparison between pseudo-random and equivalent periodic structures

The comparison of $J_{sc}$ between pseudo-random and equivalent periodic structures, at each filling fraction, is shown in Fig. 8. Two curves pertain to the equivalent periodic structures: the first
one (red circles) is the initial RCWA result and the second one (blue squares) is the smoothed RCWA result taking into account experimental inaccuracies, as explained previously. As expected, the latter values are smoothed, due to the account of slight randomness in hole size and period during NIL and wet etching processes. We note also a drop in both curves (red circles, blue squares) around a filling fraction of 60%. The third curve (black line with error bars) is the average result of pseudo-random structures. The curve is relatively smooth due to the random character of the pattern. Moreover, as for the periodic case, the curve shows saturation behavior at filling fractions greater than 65%.

Fig. 8. Comparison of $J_{sc}$ between pseudo-random and equivalent periodic solar cells. The vertical black dashed line denotes the maximal filling fraction reachable by HCL.

Comparing pseudo-random and equivalent periodic structures, the $J_{sc}$ of the pseudo-random structures is globally higher than the $J_{sc}$ of the equivalent periodic ones, whatever the filling fraction is. However, the difference between periodic and pseudo-random cases tends to be less pronounced as the filling fraction increases above 70%. It can be explained by the reduction of the randomness imposed by the positioning of holes in the super-cell (Fig. 6(c)), which leads to the decrease of the standard deviation (error bars) at high filling fraction values.

In overall, it can be concluded that pseudo-random structures always provide the best $J_{sc}$ whatever the filling fraction is. However, two other aspects have to be taken into account. The first one is related to experimental limitations of the studied technologies. Although these limitations have already been considered for periodic patterns, especially regarding the inaccuracies related to the imprinting (NIL) and the etching (wet) processes [42], similar limitations have still to be considered for pseudo-random patterns obtained by HCL. Indeed, one has to avoid overlapping holes when imprinting randomly inverted nano-pyramids by HCL and wet etching (Fig. 6(a)). As a result, the maximal filling fraction is necessarily restricted to about 55% according to experimental measurements. This sets a limit to $J_{sc}$ for pseudo-random patterns at $J_{sc} = 23.47 \pm 0.2 \text{ mA/cm}^2$, to be compared with 24.21 mA/cm$^2$ achievable with optimal periodic pattern of filling fraction of 95%. In order to solve the problem of limited filling fraction for the HCL process, it is possible to couple it with dry plasma etching (instead of wet chemical etching) providing Gaussian-shaped holes. Indeed, such a method allows to have overlapping holes without forming “giant holes” and therefore to reach a filling fraction close to 95%. However, dry plasma etching causes a larger number of surface defects than wet etching, which will likely degrade the electrical performance of the devices. The second aspect is related to the cost of the different patterning technologies. Indeed, according to preliminary estimations of fabri-
cation costs [42], the NIL technology would be four times more expensive than the HCL one, which may be prohibitive in terms of the total cost of the solar cell. This consideration tends to favor the use pseudo-random rather than periodic patterns. On the other hand, new periodic patterning processes are currently under study, such as the LIL (Laser Interference Lithography) method which is less expensive than NIL, according to cost calculations made in the pNv project [42]

4. Conclusions

In summary, we performed a fair numerical comparison between realistic correlated-disorder inverted pyramids ultrathin c-Si textured films and their equivalent periodic counterparts, on the basis of their respective $J_{sc}$ for a large range of hole filling fractions. All parameters of modeled structures were set by respecting technological restrictions imposed by imprinting (NIL and HCL) and etching (wet chemical etching) processes. We showed that a correlated disorder patterned solar cell is more efficient than the equivalent periodic one, whatever the filling fraction is. However, the benefit decreases at high filling fractions. Considering the current technological constraints of the HCL process, the highest $J_{sc}$ achievable by HCL (filling fraction 55%) is slightly lower than the $J_{sc}$ of the optimal periodic structure provided by NIL (filling fraction 95%). But this issue could be solved by coupling the HCL process with dry plasma etching, allowing higher filling fractions. At present, the NIL technology is much more expensive than HCL, but less expensive imprinting processes such as LIL are worth to be investigated.
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